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Good books on the topic!

R.J. Donnelly, Quantized Vortices in Helium 
II, Cambridge University Press, 1991. 

C.F. Barenghi & N.G. Parker, A Primer on 
Quantum Fluids, Springer, 2016. 
free online, arxiv1605.09580

L.P. Pitaevskii & S. Stringari, Bose-Einstein 
condensation, Oxford University Press, 2003.
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Liquefaction of helium
• At atmospheric pressure helium exists in a liquid form only at the 

temperature below 4K.  
• Two isotope of helium is present: helium-4 (common) or helium-3 

(rare).  
• Helium was first liquefied in 1908 by H.K. Onnes at the 

University of Leiden.  
• Because of the very weak interatomic forces, He remains a liquid 

at atmospheric pressure all the way down to absolute zero.

helium-4, T>2.7K at 1atm helium-4, T<2.7K at 1atm
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The lambda point

• The name derives from the 
graph that results from the 
plot of the specific heat 
capacity as a function of 
the temperature and its 
similarity with the Greek 
letter lambda. 

• At temperatures below their liquefaction points, both 
helium-4 and helium-3 undergo a transition to superfluid. 

• The lambda point is the temperature at which normal fluid 
helium makes the transition to superfluid helium (He-II). At 
1 atmosphere the temperature is approximately 2.17K for 
helium-4. 
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Phase diagram: water vs. helium-4
water helium-4

• First-order phase transitions: involve latent heat between the transition. During the transition 
the system releases or absorbs a fixed amount of energy per volume, and the temperature 
stays constant. The most common example is solid-liquid water transition. This is a 
consequence of the discontinuity of the free energy when varying the temperature. 

• Second-order phase transitions: they are also called continuous phase transitions and they 
are characterised by the discontinuity of the first derivative of the free energy. Examples are 
ferromagnetic transition, superconducting transition, and superfluid transition. 
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Why He-II is a superfluid?
• ability to climb a tube to 

reach a lower level. 

• flow in a pipe without 
experiencing a pressure 
drop: zero viscosity. 

• two containers connected 
by a very thin pipe (where 
viscous fluid cannot flow) 
are still thermo-
mechanically connected 
via the superfluid 
component.
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How to explain these properties?
Use the concept of Bose-Einstein 
condensation: at sufficiently low 
temperatures a system of bosons 
undergoes a phase transition where a 
macroscopic fraction of its constituents 
“condense” into a single wave-function 
called Bose-Einstein condensate. Albert EinsteinSatyendra  

Nath Bose

Temperatures above Tc Temperatures below Tc
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Realisation of Bose-Einstein condensates

• Observation of Bose-Einstein Condensation in a Dilute 
Atomic Vapor, M. H. Anderson, J. R. Ensher, M. R. 
Matthews, C. E. Wieman, E. A. Cornell, Science, 269, 
5221, 1980–201 (1995). 

• Bose-Einstein Condensation in a Gas 
of Sodium Atoms, K.B. Davis, M.O. 
Mewes, M.R. Andrews, N.J. van 
Druten, D.S. Durfee, D.M. Kurn, and W. 
Ketterle, Phys. Rev. Lett. 75, 3969 
(1995).
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Striking properties of BECs

Momentum distribution of the rubidium 
atoms at different temperatures

Interference between two 
expanding sodium BECs
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The Gross-Pitaevskii model
The Gross-Pitaevskii equation model
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The evolution of the condensate wave function is 
then given by computing the Heisenberg evolution  
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The dimensionless formulation of GP
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Thus for an infinite BEC there exist a length scale 
inversely proportional to the square root of the density       
that is called healing length 

The resulting GP is nothing but the celebrated 
nonlinear Schroedinger equation in three dimensions
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Conserved quantities, V=0 for simplicity
Under appropriate boundary conditions (infinite volume 
or periodic box) the GP model conserves:  

the mass 

the energy 

linear momentum 

and angular momentum 
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GP as a model for superfluids

In order to prove that the GP above actually describes 
a superfluid we can introduce the Madelung’s 
transformation
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I GPE describes an inviscid, irrotational, barotropic fluid

The non-dimensional GPE is a particular case of the nonlinear Schrödinger

equation, very important model in many physical systems.
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and notice that after defining a velocity field as           
and splitting the into real and imaginary part, the GP 
equation results in 
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In other words the GP equation can be mapped into an 
equation for the density field      and velocity field 
               that satisfy 
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that describes an inviscid, irrotational, barotropic 
fluid
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BECs in potential traps

2-d, “pancake” condensate 1-d, “cigar” condensate

Recently an almost perfect box container with a step potential in 
each direction was created
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We have observed the Bose-Einstein condensation of an atomic gas in the (quasi)uniform three-

dimensional potential of an optical box trap. Condensation is seen in the bimodal momentum distribution

and the anisotropic time-of-flight expansion of the condensate. The critical temperature agrees with the

theoretical prediction for a uniform Bose gas. The momentum distribution of a noncondensed quantum-

degenerate gas is also clearly distinct from the conventional case of a harmonically trapped sample and

close to the expected distribution in a uniform system. We confirm the coherence of our condensate in a

matter-wave interference experiment. Our experiments open many new possibilities for fundamental

studies of many-body physics.
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Ultracold Bose and Fermi atomic gases are widely used
as test beds of fundamental many-body physics [1].
Experimental tools such as Feshbach interaction reso-
nances [2], optical lattices [3], and synthetic gauge fields
[4] offer great flexibility for studies of outstanding prob-
lems arising in many areas, most commonly in condensed-
matter physics. However, an important difference between
‘‘conventional’’ many-body systems and ultracold gases is
that the former are usually spatially uniform whereas the
latter are traditionally produced in harmonic traps with no
translational symmetries.

Various methods have been developed to overcome this
problem and extract uniform-system properties from a
harmonically trapped sample [5–13], relying on the local
density approximation [5–11] or selective probing of a
small central portion of the cloud [11–13]. Sometimes
harmonic trapping can even be advantageous, allowing
simultaneous mapping of uniform-system properties at
different (local) particle densities. On the other hand, in
many important situations local approaches are inherently
limiting, for example, for studies of critical behavior with
diverging correlation lengths. The possibility to directly
study a spatially uniform quantum-degenerate gas has thus
remained an important experimental challenge. So far,
atomic Bose-Einstein condensates (BECs) have been
loaded into elongated [14] or toroidal [15] traps that are
uniform along only one direction while still harmonic
along the other two directions.

Here, we demonstrate the Bose-Einstein condensation of
an atomic gas in a three-dimensional (3D) (quasi)uniform
potential. We load an optical box trap depicted in Fig. 1(a)
with 87Rb atoms precooled in a harmonic trap and achieve
condensation by evaporative cooling in the box potential.
Below a critical temperature Tc " 90 nK, condensation is
seen in the emergence of a bimodal momentum distribu-
tion and the anisotropic time-of-flight (TOF) expansion
of the BEC. We characterize the flatness of our box poten-
tial and show that both the momentum distribution of the

non-condensed component and the thermodynamics of
condensation are close to the theoretical expectations for
a uniform system, while being clearly distinct from the
conventional case of a harmonically trapped gas. We also
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FIG. 1 (color online). Preparing a quasiuniform Bose gas.
(a) The optical-box trap is formed by one hollow tube beam and
two sheet beams creating a repulsive potential for the atoms. The
atomic cloud is confined to the dark (red) cylindrical region.
Gravitational force is canceled by a magnetic field gradient B0.
(b) The three trapping beams are created by reflecting a single
Gaussian beam off a phase-imprinting spatial light modulator.
(c) The atoms are loaded into the box trap after precooling in a
harmonic trap. (d) In situ images of the cloud just before (left) and
after (right) loading into the box and corresponding line-density
profiles along x (bottom plots) and z (side plots) directions. OD
stands for optical density; the line densities along x (z) are
obtained by integrating the images along z (x). The blue dashed
lines in the left panel are fits to the thermal component of the
harmonically trapped gas. Thegreendashed lines in the right panel
are fits based on the expected profiles for a uniform-density gas.
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harmonic trapping can even be advantageous, allowing
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different (local) particle densities. On the other hand, in
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diverging correlation lengths. The possibility to directly
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atomic Bose-Einstein condensates (BECs) have been
loaded into elongated [14] or toroidal [15] traps that are
uniform along only one direction while still harmonic
along the other two directions.
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FIG. 1 (color online). Preparing a quasiuniform Bose gas.
(a) The optical-box trap is formed by one hollow tube beam and
two sheet beams creating a repulsive potential for the atoms. The
atomic cloud is confined to the dark (red) cylindrical region.
Gravitational force is canceled by a magnetic field gradient B0.
(b) The three trapping beams are created by reflecting a single
Gaussian beam off a phase-imprinting spatial light modulator.
(c) The atoms are loaded into the box trap after precooling in a
harmonic trap. (d) In situ images of the cloud just before (left) and
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BECs are trapped in harmonic potentials, and by increasing the 
potential frequencies, one can reduce their dimensions:
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de Broglie limit, 4-wave interactions
Let us work with the standard GP form in an unbounded domain 

In the limit of small nonlinearity (vanishing density or scales much 
smaller than the healing length), a weak wave turbulence closure can 
be applied, leading to the 4-wave kinetic equation

Theoretical background

Turbulence in the GPE model

Conclusions and outlook

Weak wave turbulence theory

Turbulent regimes and cascades

Numerical results

Kinetic equation and thermodynamic solution
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de Broglie limit, Rayleigh-Jean
It is a quick exercise to show that the equilibrium distribution results in

That is nothing but the Rayleigh-Jean equilibrium. By introducing a 
small-scale cut-off to heal the ultraviolet catastrophe one finds that in 
3D, the extensive quantities per unit of volume are related to the 
intensive ones as [Connaughton et al., PRL 95, 2005]
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In 3D a spontaneous condensation arises below a 
non-zero temperature (or above a non-zero density) 
when the energy per mode is below                          .
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Numerical studies of spontaneous condensation in 3D

Scenario of strongly nonequilibrated Bose-Einstein condensation
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Large scale numerical simulations of the Gross-Pitaevskii equation are used to elucidate the self-evolution of
a Bose gas from a strongly nonequilibrium initial state. The stages of the process confirm and refine the
theoretical scenario of Bose-Einstein condensation developed by Svistunov and co-workers #J. Mosc. Phys.
Soc. 1, 373 !1991"; Sov. Phys. JETP 75, 387 !1992"; 78, 187 !1994"$: the system evolves from the regime of
weak turbulence to superfluid turbulence via states of strong turbulence in the long-wavelength region of
energy space.
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I. INTRODUCTION

A. Statement of the problem

The experimental realization of Bose-Einstein conden-
sates !BEC" in dilute alkali-metal and hydrogen gases #1$
and more recently in a gas of metastable helium #2$ has
stimulated great interest in the dynamics of BEC. In the case
of a pure condensate, both the equilibrium and dynamical
properties of the system can be described by the Gross-
Pitaevskii equation !GPE" #3$ !in nonlinear physics this
equation is known as the defocusing nonlinear Schrödinger
equation". The GPE has been remarkably successful in pre-
dicting the condensate shape in an external potential, the
dynamics of the expanding condensate cloud, and the motion
of quantized vortices; it is also a popular qualitative model of
superfluid helium.
An important and often overlooked feature of the GPE is

that it gives an accurate microscopic description of the for-
mation of a BEC from a strongly degenerate gas of weakly
interacting bosons #4,5$. By large scale numerical simula-
tions of the GPE it is possible, in principle, to reveal all the
stages of this evolution from weak turbulence to superfluid
turbulence with a tangle of quantized vortices, as was argued
by Svistunov, Kagan, and Shlyapnikov #6–8$ !for a brief
review, see Ref. #9$". This task has up to now remained un-
fulfilled, although some important steps in this direction
were made in Refs. #10,11$. We would also like to mention
the description of the equilibrium fluctuations of the conden-
sate and highly occupied noncondensate modes using the
time-dependent GPE #12,13$.
The goal of this paper is to obtain a conclusive description

of the process of strongly nonequilibrium BEC formation in
a macroscopically large uniform weakly interacting Bose gas
using the GPE. We are especially interested in tracing the
development of the so-called coherent regime #4,6–8$ at a
certain stage of evolution. According to the theoretical pre-
dictions #7,8$, this regime sets in after the breakdown of the
regime of weak turbulence in a low-energy region of wave
number space. It corresponds to the formation of superfluid

short-range order, which is a state of superfluid turbulence
with quasicondensate local correlation properties.
The notions of weak turbulence and superfluid turbulence

are crucial to our understanding of ordering kinetics. In the
regime of weak turbulence !for an introduction to weak tur-
bulence theory for the GPE, see Ref. #14$", the ‘‘single-
particle’’ modes of the field are almost independent due to
weak nonlinearity of the system. The smallness of the corre-
lations between harmonics in the regime of weak turbulence
implies the absence of any order. On the other hand, the
regime of superfluid turbulence !for an introduction, see Ref.
#15$" is the regime of strong coherence where the local cor-
relation properties correspond to the superfluid state, but
long-range order is absent because of the presence of a cha-
otic vortex tangle and nonequilibrium long-wave phonons
#8$. In the case of a weakly interacting gas, local superfluid
order is synonymous with the existence of quasicondensate
correlation properties #7$. In a macroscopically large system,
the crossover from weak turbulence to superfluid turbulence
is a key ordering process. Indeed, in the regime of weak
turbulence there is no order at all, while in the regime of
superfluid turbulence !local" superfluid order has already
been formed. Meanwhile, rigorous theoretical as well as nu-
merical or experimental studies of this stage of evolution
have been lacking. The general conclusions concerning this
stage #7,8$ were made on the basis of a qualitative analysis
that naturally contained ad hoc elements. The difficulty with
an accurate analysis of the transition from weak turbulence
to superfluid turbulence comes from the fact that the evolu-
tion between these two qualitatively different states takes
place in the regime of strong turbulence, which is hardly
amenable to analytical treatment. Large computational re-
sources are necessary for a numerical analysis of this stage
since the problem involves significantly different length
scales and, therefore, requires high spatial resolution.
In the present paper we demonstrate that this problem can

be unambiguously solved with a powerful enough computer.
Our numerics clearly reveal the dramatic process of transfor-
mation from weak turbulence to superfluid turbulence and
thus fills in a serious gap in the rigorous theoretic description
of strongly nonequilibrated BEC formation kinetics in a
macroscopic system.
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stages of long-range ordering in terms of the well-developed
theory of superfluid turbulence that was performed in Ref.
!8" #see also Ref. !22"$.
The characteristic time of the evolution of the vortex

tangle depends on the typical interline spacing R as
R2/ln(R/a0), where a0 is the vortex core size #see, e.g., !8"$.
During the final stage of evolution, when R is of the order of
the linear size of the computational box, the slowing down of
the relaxation process makes numerical simulation of the fi-
nal stage of the vortex tangle decay enormously expensive in
a large computational box. For example, according to the
above-mentioned estimate of the relaxation time, to achieve
the complete disappearance of the vortex tangle in our N
!256 system we would need several years. To observe this
final stage of the vortex tangle decay, we repeated the calcu-
lations for a smaller computational box with N!128 #reduc-
ing in this way the computational time by a factor of %32
!23"22); see Fig. 4. Parameters of the initial condition are
&!1/2 and n0!2' , so that the number of periods before the
blowup is P(5. A single vortex ring remains at t!4000 as
a result of the turbulence decay; see Fig. 5#a$.
The above-mentioned filtering method allows us to visu-

alize the position of the core of a quantized vortex line, but
not the actual size of the core, since we force the solution to
be represented by a relatively small number of harmonics. To
get a better representation of the actual size of the core as
well as to resolve another objects of interest—rarefaction
pulses !21", which are likely to appear in the course of trans-
formation of strong turbulence into superfluid
turbulence—we implement a different type of filtering based
on time averaging. We introduce a Gaussian-weighted time
average of the field ):

)̂ i jk# t $!! ) i jk#*$exp!##*#t $2/100"d* . #16$

The width of the Gaussian kernel in Eq. #16$ is chosen in
such a way that the #disordered$ high-frequency part of the
field ) is averaged out, revealing the strongly correlated low-
frequency part )̂ . Figure 5 compares the density isosurfaces
obtained by two different methods: by high-frequency sup-
pression !Fig. 5#a$" and by time averaging !Fig. 5#b$". In the
latter case we reveal the actual shape of the vortex core and
resolve the rarefaction pulses.

IV. CONCLUSION

We have performed large scale numerical simulations of
the process of strongly nonequilibrated Bose-Einstein con-
densation in a uniform weakly interacting Bose gas. In the
limit of weak interactions under the condition of strong
enough deviation from equilibrium, the key stage of ordering
dynamics—superfluid turbulence formation—is universal
and corresponds to the process of self-ordering of a classical
matter field whose dynamics is governed by the time-
dependent Gross-Pitaevskii equation #defocusing nonlinear
Schrödinger equation$. The universality implies indepen-
dence of the evolution of the details of initial processes such
as, for example, the cooling mechanism and rate as well as of
quantum effects such as spontaneous scattering. All the in-
formation about the evolution preceding the universal stage
is absorbed in the single parameter A that defines the scaling
of the characteristic time and wave number in accordance
with Eqs. #13$–#15$.
The most important features of the BEC formation sce-

nario observed in our simulation are as follows. The low-
energy part of the quantum field, characterized by large oc-
cupation numbers and described by a classical complex
matter field ) obeying Eq. #1$, initially evolves in a weak
turbulent self-similar fashion according to Eqs. #3$–#5$. The
occupation numbers at small energies become progressively
larger. At the characteristic time moment t0, given by Eq.
#13$, close to the formal blowup time t* of the solution
#3$–#5$, the self-similarity of the energy distribution breaks

FIG. 4. Evolution of topological defects in the phase of the
long-wavelength part )̃ of the field ) in the computational box
1283. The defects are visualized by isosurfaces ")̃"2!0.05+")̃"2,.
High-frequency spatial waves are suppressed by the factor max-1
#k2/kc

2,0., where the cutoff wave number is chosen according to the
phenomenological formula kc!9#t/1000.

FIG. 5. Comparison of two isosurfaces obtained by different
filtering techniques. The solution at t!4000 is obtained by numeri-
cal integration of Eq. #6$ in the periodic box with N!128. The
isosurface ")̃"2!0.05+")̃"2, is plotted in #a$ using high-frequency
filtering with kc!5. The isosurface ")̂"2!0.2+")̂"2, is plotted in
#b$, where )̂ is defined by Eq. #16$.
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We study the formation of a large-scale coherent structure (a condensate) in classical wave equations by
considering the defocusing nonlinear Schrödinger equation as a representative model. We formulate a
thermodynamic description of the classical condensation process by using a wave turbulence theory with
ultraviolet cutoff. In three dimensions the equilibrium state undergoes a phase transition for sufficiently
low energy density, while no transition occurs in two dimensions, in complete analogy with standard
Bose-Einstein condensation in quantum systems. On the basis of a modified wave turbulence theory, we
show that the nonlinear interaction makes the transition to condensation subcritical. The theory is in
quantitative agreement with the numerical integration of the nonlinear Schrödinger equation.
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The problem of self-organization in conservative sys-
tems has generated much interest in recent years. For
infinite dimensional Hamiltonian systems like classical
wave fields, the relationship between formal reversibility
and actual dynamics can be rather complex. In integrable
systems, such as the 1D nonlinear Schrödinger (NLS)
equation, the dynamics is essentially periodic in time,
reflecting the underlying regular phase-space structure of
nested tori. This recurrent behavior is broken in nonintegr-
able systems, where the dynamics is in general governed
by an irreversible process of diffusion in phase space [1]. In
this respect, an important insight was obtained from nu-
merical simulations of solitons in the focusing, noninte-
grable NLS equation [2]. These studies revealed that the
nonlinear wave would generally evolve to a state contain-
ing a large-scale coherent localized structure, i.e., solitary-
wave, immersed in a sea of small-scale turbulent fluctua-
tions. The solitary wave is a ‘‘statistical attractor’’ for the
system, while the fluctuations contain, in principle, all
information necessary for time reversal. Importantly, the
solitary-wave solution minimizes the energy (Hamil-
tonian), so the system actually relaxes towards the state
of lowest energy [2]. Only recently has a statistical de-
scription of this self-organization been developed [3,4].
Remarkably, when such systems are constrained by an
additional invariant (e.g., the mass), the increase in entropy
of small-scale turbulent fluctuations requires the formation
of coherent structures to ‘‘store’’ this invariant [4], so that it
is thermodynamically advantageous for the system to ap-
proach the ground state which minimizes the energy [2].

We consider here the defocusing regime of the NLS
dynamics, which is also relevant to the description of
thermal Bose gases [5–7]. This regime would be charac-
terized by an irreversible evolution of the system to a
homogenous plane-wave [8–11], which can be described
by weak-turbulence theory [12]. This evolution is consis-

tent with the scenario discussed above [2–4], because a
plane wave minimizes the energy (Hamiltonian) in the
defocusing case. Thus the NLS equation should exhibit a
condensation process, a feature that has recently been
confirmed in the context of thermal Bose fields using 3D
numerical simulations of the NLS equation [6,7].

In this Letter we formulate a thermodynamic description
of this condensation process. We show that the 3D NLS
equation exhibits a subcritical condensation process. Its
thermodynamic properties are analogous to those of Bose-
Einstein condensation in quantum systems, despite the fact
that this wave system is completely classical. We use a
kinetic theory of the NLS equation in our analysis. We
introduce a frequency cutoff to regularize the ultraviolet
catastrophe inherent to ensembles of classical waves
(Rayleigh-Jeans paradox). We find that in 2D the NLS
equation does not undergo condensation in the thermody-
namic limit, in complete analogy with a uniform, ideal
Bose gas. The significance of this result is that the system
irreversibly evolves to a state of equilibrium (maximum
entropy) without generating a coherent structure minimiz-
ing the Hamiltonian. This contrasts with the general rule
outlined in [2– 4,11].

Given the universality of the NLS equation in nonlinear
science, this condensation process could stimulate interest-
ing new experiments in various branches of physics. Non-
linear optics is a natural context where classical wave
condensation may be observed and studied experimentally.
Moreover, the formal reversibility of the condensation
process could be demonstrated by means of an optical
phase-conjugation experiment. Additionally, wave con-
densation could be relevant to hydrodynamic surface
waves [13], given recent progress on measurements of
Zakharov’s spectra.

We consider the normalized defocusing NLS equation in
D spatial dimensions for the complex function  :
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!eq
k ! T=k2, which actually corresponds to the distribution

(3) with zero chemical potential. This allows us to legiti-
mately assume " ! 0 below the transition threshold E "
Etr. Note that " ! 0 is also justified by the fact that the
mass of the incoherent wave component is not conserved,
due to its interaction with the condensate, which plays the
role of a reservoir of particles.

The number of condensed particles n0 and the energy E
( " Etr) may then be calculated by setting " ! 0 in the
equilibrium distribution (3). One readily obtains #N $
n0%=V ! 4#Tkc and E=V ! 4#Tk3

c=3, which gives

n0=N ! 1$ E=Etr; (6)

or n0=N ! 1$ T=Ttr, where Ttr ! 3Etr=#4#Vk3
c%. As in

standard Bose-Einstein condensation, n0 vanishes at the
critical temperature Ttr, and n0 becomes the total number
of particles as T tends to zero. The linear behavior of n0 vs
E in Eq. (6) is consistent with the numerical simulations
(see Fig. 2). However, note that Eq. (6) is derived for a
spherically symmetric continuous distribution of nk, while
the numerical integration is implicitly discretized.
Equation (6) should thus be replaced by

n0

N
! 1$ E

N

P
k

01=#k2
x & k2

y & k2
z%

P
k

01
; (7)

where
P
k
0 denotes a discrete sum for $kc " kx; ky; kz "

kc that excludes the origin kx ! ky ! kz ! 0.
This distribution is plotted in Fig. 2 and compared with

the numerical simulations of Eq. (1). The simulations
started from a nonequilibrium distribution  #x; t ! 0% !P
kak exp#ik ' x%, where the phases of the complex ampli-

tudes ak are distributed randomly [6–8]. They confirm the
existence of the condensation process for sufficiently low

energy densities [6]. We performed simulations with differ-
ent numbers of computational modes (83, 163, 323, 643,
and 1283). Our numerical results reveal that once the
number of modes exceeds 163, it only weakly affects the
condensate fraction n0=N (Fig. 1). This means that the
system has reached some thermodynamic limit with only
163 modes.

The linear dependence (7) between n0 and E gives a
poor approximation of the numerical results, mainly be-
cause the condensate fraction has been calculated by taking
into account only the linear (kinetic) contribution E to the
total energy of the wave H. To include the nonlinear
(interaction) contribution, we adapt the Bogoliubov expan-
sion procedure of a weakly interacting Bose gas [16] to the
classical wave problem considered here. Note that, within
the dimensionless units adopted in Eq. (1), the standard
criterion of applicability of Bogoliubov’s theory [17] reads
#N=V%1=2=#8#%3=2 ( 1. We start from the total energy H
of the nonlinear waveH ! P

kk2a)kak & 1
2V
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a)k1
*

a)k2
ak3
ak4
$k1&k2$k3$k4

, where $k is the Kronecker delta
symbol. The Hamiltonian may be decomposed into four
terms, H!H0&H2&H3&H4, depending on how the
zero mode, a0 ! ak!0, and nonzero modes, ak!0, enter
the expansion: H0 ! 1

2V +ja0j4 & 2ja0j2#N $ ja0j2%,, H2!P
k
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, where
P
k
0 ex-

cludes the k ! 0 mode. The kinetic equation requires the
Hamiltonian to be diagonal in quadratic terms. To this end,
we apply the Bogoliubov’s transformation for the canoni-
cal variables bk ! ukak $ vka)$k, with the condition

〈H〉/V

i iiiii

n  /N0
n  /N0

〈H〉/V

FIG. 2 (color online). Condensate fraction n0=N vs total en-
ergy density hHi=V, where hHi ! E& E0, E0 being the con-
densate energy [see Eq. (9)]. Points (-) refer to numerical
simulations of the NLS Eq. (1) with 643 modes (N=V ! 1=2).
The straight line (i) [(ii)] corresponds to the continuous Eq. (6)
[discretized Eq. (7)] approximation. Curve (iii) refers to con-
densation in the presence of nonlinear interactions [from
Eq. (9)], which makes the transition to condensation subcritical,
as illustrated in the inset (with 10243 modes). Each point (-)
corresponds to an average over 103 time units.
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FIG. 1 (color online). Numerical simulations of the NLS
Eq. (1) showing the temporal evolution of condensed particles
n0=N in 3D: independently of the number of computational
modes, n0=N tends to converge for long interaction times
(hHi=V ! 2, N=V ! 1=2, and kc ! #=dx where dx ! 1 refers
to the spatial discretization of the NLS equation).
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To fully describe the phase transition one cannot use WT and should 
refer to the standard works in statistical mechanics on the       model!
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The weakly-nonlinear Bogoliubov limit
We have seen that one can consider infinitesimal Bogoliubov 
fluctuations on top of a uniform condensate solution
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Because these are small, a WT closure can be applied to the 
distribution of the fluctuations, resulting in the 3-wave kinetic equation 
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ωBog(k) = ± β |k | β |k2 − 2αβρ∞ and μ = − αρ∞
(Bogoliubov dispersion relation)
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A central concept in the modern understanding of turbulence is 
the existence of cascades of excitations from large to small length 
scales, or vice versa. This concept was introduced in 1941 by 
Kolmogorov and Obukhov1,2, and such cascades have since been 
observed in various systems, including interplanetary plasmas3, 
supernovae4, ocean waves5 and financial markets6. Despite much 
progress, a quantitative understanding of turbulence remains a 
challenge, owing to the interplay between many length scales that 
makes theoretical simulations of realistic experimental conditions 
difficult. Here we observe the emergence of a turbulent cascade 
in a weakly interacting homogeneous Bose gas—a quantum fluid 
that can be theoretically described on all relevant length scales. 
We prepare a Bose–Einstein condensate in an optical box7, drive 
it out of equilibrium with an oscillating force that pumps energy 
into the system at the largest length scale, study its nonlinear 
response to the periodic drive, and observe a gradual development 
of a cascade characterized by an isotropic power-law distribution 
in momentum space. We numerically model our experiments using 
the Gross–Pitaevskii equation and find excellent agreement with 
the measurements. Our experiments establish the uniform Bose 
gas as a promising new medium for investigating many aspects 
of turbulence, including the interplay between vortex and wave 
turbulence, and the relative importance of quantum and classical 
effects.

Compared to classical fluids, superfluids present fascinating peculiar-
ities such as irrotational and frictionless flow, which raises fundamental  
questions about the character of turbulent cascades8,9. Numerous 
experiments on quantum-fluid turbulence have been performed with 
liquid helium, exploring both vortex8,10–12 and wave turbulence13–15, 
but their theoretical understanding is hampered by the strong interac-
tions that make first-principles descriptions intractable. The situation 
is a priori simpler for an ultracold, weakly interacting Bose gas, which is 
often accurately described by the Gross–Pitaevskii equation (GPE) for 
the complex-valued matter field ψ(r, t) (where r =  (x, y, z) is the spatial 
position and t is time; ref. 16). This equation is widely used to model 
turbulence in quantum fluids17–21, but the numerical results have been 
lacking experimental validation. Experimentally, qualitative evidence 
for turbulence has been seen in quantum gases22–25, but quantitative 
comparisons with theory were hindered by the inhomogeneous density 
that results from harmonic trapping. Here we eliminate this problem 
by studying turbulence in a homogeneous quantum gas.

The basic idea of our experiment is outlined in Fig. 1. We prepare a 
quasi-pure Bose–Einstein condensate (BEC) of 87Rb atoms in a cylin-
drical optical box7, and drive it out of equilibrium with a spatially uni-
form, oscillating force that primarily couples to the lowest, dipole-like 
axial mode. Our box has length L =  27(1) µ m and radius R =  16(1) µ m 
(here and elsewhere, errors represent 1σ uncertainties). For our typical  
atom number N ≈  105, the initial, equilibrium BEC has a chemical 
potential µ/kB ≈  2 nK (where kB is the Boltzmann constant), interaction 
energy per particle Eint/kB ≈  1 nK and negligible kinetic energy, while 
the critical temperature for Bose–Einstein condensation is Tc ≈  50 nK. 
The driving force is provided by a magnetic field gradient that creates 
a potential U(r) =  ∆Uz/L, where the coordinate z is along the axis of 

the box (Fig. 1a). The natural scale for ∆ U, separating weak and strong 
drives, is set by µ.

Numerical simulations in Fig. 1a show the microscopic behaviour 
of a shaken trapped gas, which gradually changes from simple uni-
directional sloshing along z to an omnidirectional turbulent flow; in 
addition to the wave-like motion, we observe vortex lines (depicted in 
red), which are detected by computing the local circulation. (Snapshots 
of the turbulent flow do not obey the cylindrical symmetry of the 
(time-dependent) Hamiltonian. In real physical systems, any such 
symmetry is always broken by imperfections; in our simulations the 
symmetry breaking is provided by the position of the numerical grid.) 
Here the shaking amplitude is ∆ U/µ =  1 and the longest shaking time 
ts =  2 s corresponds to 16 driving periods.

Experimentally, we probe the global properties of the gas by releasing 
it from the trap and imaging it along a radial direction (x) after a long 
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Figure 1 | From unidirectional sloshing to isotropic turbulence.  
a, Gross–Pitaevskii simulations of a shaken, box-trapped Bose gas. The 
blue shading indicates the gas density; the red lines indicate vortices. 
b–d, Experimental absorption images taken along x after 100 ms of TOF 
expansion, with N ≈  8 ×  104 atoms (upper panels), and the corresponding 
angular distributions p(θ), averaged over 20 images taken under identical 
conditions (lower panels). b, Initial BEC; c, after shaking for 2 s at 8 Hz 
with amplitude ∆ U/µ ≈  1.2; and d, after the turbulent cloud was allowed 
to relax for 1.5 s. The dashed circle in c corresponds to an expansion 
energy of kBTc/2. In the lower panels, the red lines correspond to the 
diamond-like and isotropic distributions depicted in the insets.
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A central concept in the modern understanding of turbulence is 
the existence of cascades of excitations from large to small length 
scales, or vice versa. This concept was introduced in 1941 by 
Kolmogorov and Obukhov1,2, and such cascades have since been 
observed in various systems, including interplanetary plasmas3, 
supernovae4, ocean waves5 and financial markets6. Despite much 
progress, a quantitative understanding of turbulence remains a 
challenge, owing to the interplay between many length scales that 
makes theoretical simulations of realistic experimental conditions 
difficult. Here we observe the emergence of a turbulent cascade 
in a weakly interacting homogeneous Bose gas—a quantum fluid 
that can be theoretically described on all relevant length scales. 
We prepare a Bose–Einstein condensate in an optical box7, drive 
it out of equilibrium with an oscillating force that pumps energy 
into the system at the largest length scale, study its nonlinear 
response to the periodic drive, and observe a gradual development 
of a cascade characterized by an isotropic power-law distribution 
in momentum space. We numerically model our experiments using 
the Gross–Pitaevskii equation and find excellent agreement with 
the measurements. Our experiments establish the uniform Bose 
gas as a promising new medium for investigating many aspects 
of turbulence, including the interplay between vortex and wave 
turbulence, and the relative importance of quantum and classical 
effects.

Compared to classical fluids, superfluids present fascinating peculiar-
ities such as irrotational and frictionless flow, which raises fundamental  
questions about the character of turbulent cascades8,9. Numerous 
experiments on quantum-fluid turbulence have been performed with 
liquid helium, exploring both vortex8,10–12 and wave turbulence13–15, 
but their theoretical understanding is hampered by the strong interac-
tions that make first-principles descriptions intractable. The situation 
is a priori simpler for an ultracold, weakly interacting Bose gas, which is 
often accurately described by the Gross–Pitaevskii equation (GPE) for 
the complex-valued matter field ψ(r, t) (where r =  (x, y, z) is the spatial 
position and t is time; ref. 16). This equation is widely used to model 
turbulence in quantum fluids17–21, but the numerical results have been 
lacking experimental validation. Experimentally, qualitative evidence 
for turbulence has been seen in quantum gases22–25, but quantitative 
comparisons with theory were hindered by the inhomogeneous density 
that results from harmonic trapping. Here we eliminate this problem 
by studying turbulence in a homogeneous quantum gas.

The basic idea of our experiment is outlined in Fig. 1. We prepare a 
quasi-pure Bose–Einstein condensate (BEC) of 87Rb atoms in a cylin-
drical optical box7, and drive it out of equilibrium with a spatially uni-
form, oscillating force that primarily couples to the lowest, dipole-like 
axial mode. Our box has length L =  27(1) µ m and radius R =  16(1) µ m 
(here and elsewhere, errors represent 1σ uncertainties). For our typical  
atom number N ≈  105, the initial, equilibrium BEC has a chemical 
potential µ/kB ≈  2 nK (where kB is the Boltzmann constant), interaction 
energy per particle Eint/kB ≈  1 nK and negligible kinetic energy, while 
the critical temperature for Bose–Einstein condensation is Tc ≈  50 nK. 
The driving force is provided by a magnetic field gradient that creates 
a potential U(r) =  ∆Uz/L, where the coordinate z is along the axis of 

the box (Fig. 1a). The natural scale for ∆ U, separating weak and strong 
drives, is set by µ.

Numerical simulations in Fig. 1a show the microscopic behaviour 
of a shaken trapped gas, which gradually changes from simple uni-
directional sloshing along z to an omnidirectional turbulent flow; in 
addition to the wave-like motion, we observe vortex lines (depicted in 
red), which are detected by computing the local circulation. (Snapshots 
of the turbulent flow do not obey the cylindrical symmetry of the 
(time-dependent) Hamiltonian. In real physical systems, any such 
symmetry is always broken by imperfections; in our simulations the 
symmetry breaking is provided by the position of the numerical grid.) 
Here the shaking amplitude is ∆ U/µ =  1 and the longest shaking time 
ts =  2 s corresponds to 16 driving periods.

Experimentally, we probe the global properties of the gas by releasing 
it from the trap and imaging it along a radial direction (x) after a long 
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Figure 1 | From unidirectional sloshing to isotropic turbulence.  
a, Gross–Pitaevskii simulations of a shaken, box-trapped Bose gas. The 
blue shading indicates the gas density; the red lines indicate vortices. 
b–d, Experimental absorption images taken along x after 100 ms of TOF 
expansion, with N ≈  8 ×  104 atoms (upper panels), and the corresponding 
angular distributions p(θ), averaged over 20 images taken under identical 
conditions (lower panels). b, Initial BEC; c, after shaking for 2 s at 8 Hz 
with amplitude ∆ U/µ ≈  1.2; and d, after the turbulent cloud was allowed 
to relax for 1.5 s. The dashed circle in c corresponds to an expansion 
energy of kBTc/2. In the lower panels, the red lines correspond to the 
diamond-like and isotropic distributions depicted in the insets.
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scales, or vice versa. This concept was introduced in 1941 by 
Kolmogorov and Obukhov1,2, and such cascades have since been 
observed in various systems, including interplanetary plasmas3, 
supernovae4, ocean waves5 and financial markets6. Despite much 
progress, a quantitative understanding of turbulence remains a 
challenge, owing to the interplay between many length scales that 
makes theoretical simulations of realistic experimental conditions 
difficult. Here we observe the emergence of a turbulent cascade 
in a weakly interacting homogeneous Bose gas—a quantum fluid 
that can be theoretically described on all relevant length scales. 
We prepare a Bose–Einstein condensate in an optical box7, drive 
it out of equilibrium with an oscillating force that pumps energy 
into the system at the largest length scale, study its nonlinear 
response to the periodic drive, and observe a gradual development 
of a cascade characterized by an isotropic power-law distribution 
in momentum space. We numerically model our experiments using 
the Gross–Pitaevskii equation and find excellent agreement with 
the measurements. Our experiments establish the uniform Bose 
gas as a promising new medium for investigating many aspects 
of turbulence, including the interplay between vortex and wave 
turbulence, and the relative importance of quantum and classical 
effects.

Compared to classical fluids, superfluids present fascinating peculiar-
ities such as irrotational and frictionless flow, which raises fundamental  
questions about the character of turbulent cascades8,9. Numerous 
experiments on quantum-fluid turbulence have been performed with 
liquid helium, exploring both vortex8,10–12 and wave turbulence13–15, 
but their theoretical understanding is hampered by the strong interac-
tions that make first-principles descriptions intractable. The situation 
is a priori simpler for an ultracold, weakly interacting Bose gas, which is 
often accurately described by the Gross–Pitaevskii equation (GPE) for 
the complex-valued matter field ψ(r, t) (where r =  (x, y, z) is the spatial 
position and t is time; ref. 16). This equation is widely used to model 
turbulence in quantum fluids17–21, but the numerical results have been 
lacking experimental validation. Experimentally, qualitative evidence 
for turbulence has been seen in quantum gases22–25, but quantitative 
comparisons with theory were hindered by the inhomogeneous density 
that results from harmonic trapping. Here we eliminate this problem 
by studying turbulence in a homogeneous quantum gas.

The basic idea of our experiment is outlined in Fig. 1. We prepare a 
quasi-pure Bose–Einstein condensate (BEC) of 87Rb atoms in a cylin-
drical optical box7, and drive it out of equilibrium with a spatially uni-
form, oscillating force that primarily couples to the lowest, dipole-like 
axial mode. Our box has length L =  27(1) µ m and radius R =  16(1) µ m 
(here and elsewhere, errors represent 1σ uncertainties). For our typical  
atom number N ≈  105, the initial, equilibrium BEC has a chemical 
potential µ/kB ≈  2 nK (where kB is the Boltzmann constant), interaction 
energy per particle Eint/kB ≈  1 nK and negligible kinetic energy, while 
the critical temperature for Bose–Einstein condensation is Tc ≈  50 nK. 
The driving force is provided by a magnetic field gradient that creates 
a potential U(r) =  ∆Uz/L, where the coordinate z is along the axis of 

the box (Fig. 1a). The natural scale for ∆ U, separating weak and strong 
drives, is set by µ.

Numerical simulations in Fig. 1a show the microscopic behaviour 
of a shaken trapped gas, which gradually changes from simple uni-
directional sloshing along z to an omnidirectional turbulent flow; in 
addition to the wave-like motion, we observe vortex lines (depicted in 
red), which are detected by computing the local circulation. (Snapshots 
of the turbulent flow do not obey the cylindrical symmetry of the 
(time-dependent) Hamiltonian. In real physical systems, any such 
symmetry is always broken by imperfections; in our simulations the 
symmetry breaking is provided by the position of the numerical grid.) 
Here the shaking amplitude is ∆ U/µ =  1 and the longest shaking time 
ts =  2 s corresponds to 16 driving periods.

Experimentally, we probe the global properties of the gas by releasing 
it from the trap and imaging it along a radial direction (x) after a long 
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Figure 1 | From unidirectional sloshing to isotropic turbulence.  
a, Gross–Pitaevskii simulations of a shaken, box-trapped Bose gas. The 
blue shading indicates the gas density; the red lines indicate vortices. 
b–d, Experimental absorption images taken along x after 100 ms of TOF 
expansion, with N ≈  8 ×  104 atoms (upper panels), and the corresponding 
angular distributions p(θ), averaged over 20 images taken under identical 
conditions (lower panels). b, Initial BEC; c, after shaking for 2 s at 8 Hz 
with amplitude ∆ U/µ ≈  1.2; and d, after the turbulent cloud was allowed 
to relax for 1.5 s. The dashed circle in c corresponds to an expansion 
energy of kBTc/2. In the lower panels, the red lines correspond to the 
diamond-like and isotropic distributions depicted in the insets.
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observably lower than ωres. We empirically find that an upper bound 
on ωres (dashed green line in Fig. 2c) is obtained by calculating ωHD for 
an effective BEC volume that excludes the region within ξ of the trap 
walls. Finally, we linearize the GPE around the ground-state BEC solu-
tion for our box trap and numerically solve the resultant Bogoliubov 
equations (see Methods). These solutions are shown as the grey shaded 
area in Fig. 2c, which accounts for the experimental uncertainty in the 
box size. We find excellent agreement with the data, without any adjust-
able parameters.

In Fig. 2d, e we show measurements for driven oscillations with 
different drive strengths. Increasing ∆ U shifts and broadens the res-
onance, and both trends are reproduced by our GPE simulations (red 
bands in Fig. 2e); for very large ∆ U the classical-field GPE approxi-
mation may gradually break down. The line broadening, seen for any 
non-zero ∆ U, indicates nonlinear coupling to other modes, which 
provides the route for the transfer of excitations into other directions 
and a direct cascade.

In the inset of Fig. 2e we plot the anisotropy of the TOF expansion 
∫ θ θ= / − / πA p(1 2) ( ) 1 (2 ) d   (see Methods) for 4 s of resonant driving.  

For ∆ U ≳ 0.8µ we observe the isotropic expansion (A ≈  0) that quali-
tatively signals turbulence. A key quantitative expectation for an iso-
tropic turbulent cascade is the emergence of a steady-state power-law 
momentum distribution: n(k) ∝  k−γ, where γ is a constant28. Owing to 
the line-of-sight integration in absorption imaging, this corresponds 
to an in-plane distribution ∝ γ− −!n k k( ) ( 1).

In Fig. 3 we present our study of !n k( ) observed after a resonant drive. 
An isotropic expansion (from an anisotropic container) necessarily 
means that the in-trap kinetic energy dominates over the interaction 
energy, which in turn means that the TOF expansion can provide an 
accurate measure of the in-trap momentum distribution. Specifically, 
defining kr ≡  mr/(ħtTOF), where r is distance from the centre of mass 
in TOF, !n k( )r  should closely correspond to the in-trap !n k( ) (see 
Methods, Extended Data Fig. 1). However, this correspondence does 
not hold for very low momenta (kr ≲ klow ≡  mL/(ħtTOF)), owing to the 
convolution of the TOF distribution with the initial (in-trap) cloud 
shape. The highest momentum in our clouds ħ≡ /k mU( 2 )high 0  is set 
by the trap depth U0 ≈  kB ×  60 nK, which corresponds to an energy sink.

In Fig. 3a we show an example of !n k( )r , for ∆ U/µ =  1.1(1) and ts =  4 s 
(black line in the main panel and lower inset), obtained by averaging 

over 20 images and also performing an azimuthal average. Vertical red 
lines indicate the klow and khigh boundaries. Away from these bounda-
ries we observe a power-law behaviour, with γ ≈  3.5. This behaviour is 
even more visually evident in the lower inset, in which we plot 

γ − !k n k( )r r
10 , with γ0 ≡  3.5. In the top inset in Fig. 3a we show the result 

of GPE simulations (for ∆ U/µ =  1), which also exhibit a power-law 
distribution. Moreover, the experiment and simulations are consistent 
with the same value of γ.

In Fig. 3b we present the evolution of !n k( )r  towards the turbulent 
steady state, as the shaking time is increased. In the inset we show (on 
a linear scale) the total atom populations in the low-k ‘source’ region 
kr <  km and in the range km <  kr <  kM, where the power-law distribution 
is established in steady state (km and kM are boundaries defined in the 
lower inset of Fig. 3a). Initially there is a net transfer of population from 
the source to the cascade region. The population growth in the cascade 
region means that the population flux through this k-space range is not 
constant at these early times. However, once the steady state is 
 established, the population in the cascade k range saturates at a constant 
value, while the source is still slowly depleted. This is indeed what is 
expected for a direct cascade, in which a constant, k-independent 
 population flux passes from the source, through the cascade range, to 
the high-k sink; formally, this population flux, for a given energy flux, 
should tend to zero as the sink is moved towards infinite energy28. (For 
a non-infinite-energy sink, one strictly speaking has a quasi-steady 
state, because at very long times the source would be too depleted to 
support a constant-flux cascade.)

We further cross-validate our experiments and first-principles cal-
culations by fitting the cascade exponent γ in the range km <  kr <  kM. 
In Fig. 3c we show that, for ∆ U/µ ≈  1, the experiment and simula-
tions exhibit very similar evolution with the shaking time, and reach 
a steady-state value of γ after ts ≈  2 s. In Fig. 3d we plot the measured 
and simulated γ values versus the shaking amplitude for fixed ts =  4 s. 
Here we see that the steady-state value of γ is essentially independent 
of ∆ U, reinforcing the robustness of our conclusions (for small ∆ U 
the steady state is not reached for ts =  4 s; see also the inset of Fig. 2e).

We lastly discuss our findings in the context of previous theoretical 
work. The γ we observe in both the experiment and simulations is close 
to one of the scarce analytical predictions—the Kolmogorov–Zakharov 
direct-cascade exponent γ =  3, for the weak-wave turbulence of a 
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Figure 3 | Development of a turbulent cascade. a, Momentum 
distribution of the turbulent gas (solid black line), for N =  7(1) ×  104,  
∆ U/µ =  1.1(1), ts =  4 s, ω/(2π ) =  9 Hz and tTOF =  100 ms. The vertical red 
lines indicate the momentum resolution klow (left) and the energy sink at 
khigh (right); the dashed blue line is a guide to the eye, offset from the data 
for clarity. Lower inset, compensated spectrum γ − !k n k( )r r10  with γ0 =  3.5 (in 
log–log scale); km and kM define the fitting ranges used in b–d. Upper 
inset, steady-state distribution from GPE simulations, for ∆ U/µ =  1.  
b, Dynamics of !n k( )r  towards the steady state, for ∆ U/µ  =  1.1(1). Inset, 

total atom population for kr <  km (the low-k ‘source’; green), and for 
km <  kr <  kM (in the cascade region; yellow). At long times (solid lines) 
Ṅsource =  −3.6(1.5) atoms ms−1, whereas Ṅcascade =  − 0.2(3) atoms ms−1 is 
consistent with zero. All populations are corrected for losses due to the 
collisions with the background gas in the vacuum chamber (see Methods). 
c, Exponent γ versus shaking time in experiment (blue, ∆ U/µ =  1.1(1)) 
and simulations (red, ∆ U/µ =  1). d, Exponent γ versus shaking amplitude 
in experiment (blue) and simulations (red), for ts =  4 s.
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Grey solitons in the 1D GP model
Usually the bosons in the superfluid state self-interact via a repulsive 
potential. This results in                        in GP. In 1D the model is nothing 
but the nonlinear defocusing Schroedinger equation   

If one seeks for travelling 
wave solutions depending on 
the unique dependent 
variable                  , given         
the wave velocity, one obtain 
the celebrated grey soliton 
solution over the uniform 
density at infinity

(keeping parameter µ fixed). Here the nonlinear term acts as a focusing lens preventing the

dispersion of the sinusoidal waves making the soliton. In the defocusing case one obtains

grey solitons (also called dark when the function reaches zero) having solution

 (x, t) =

(r
2µ � c2

2
tanh

"p
2µ � c2

2
(x � ct)

#
+ i

cp
2

)
exp(�iµt) , (31)

where the two real parameter µ and c must now satisfy the condition 2µ � c
2 � 0.

 0

 0.5

 1

 1.5

-4 -2  0  2  4

|ψ
(x

, 
t=

0
)|

2

x

c=1
c=0.5

c=0

FIG. 2. Grey solitons with di↵erent values of the parameter c corresponding to equation (31) with

fixed µ = 1.

Solitons interact elastically among themselves: their velocity is conserved by the inter-

action and the scattering results in just a phase shift [43]. Higher order soliton solutions

may be found using e.g. the Hirota method or the Darboux transformations [44]. Among

two-soliton solutions, particularly important are breathers type solutions which are charac-

terised by steep waves appearing from a quasi-uniform background. These can be seen as

a result of modulational instability (also known as Benjamin-Feir instability) and are often

used as prototypes of rogue waves [45].

Most of our study will concern the defocusing NLS equation. Here, in more than one-

dimensional physical space, grey solitons are unstable to perturbations and decay via a

snake-instability process [46]. As we shall see below the main coherent structures in more
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Dark solitons in cigar-shaped Bose-Einstein condensates of 87Rb are created by a phase imprinting
method. Coherent and dissipative dynamics of the solitons has been observed.

PACS numbers: 03.75.Fi, 32.80.Pj

The realization of Bose-Einstein condensation (BEC)
of weakly interacting atomic gases [1] strongly stimulates
the exploration of nonlinear properties of matter waves.
This supports the new field of nonlinear atom optics, e.g.,
four wave mixing in BEC’s [2], as well as the study of
various types of excitations. Of particular interest are
macroscopically excited Bose condensed states, such as
vortices and solitons. Vortices, well known from the
studies of liquid helium [3], have recently been observed
in two component gaseous condensates [4].
Solitonlike solutions of the Gross-Pitaevskii equation

are closely related to similar solutions in nonlinear optics
describing the propagation of light pulses in optical fibers.
Here, bright soliton solutions correspond to short pulses
where the dispersion of the pulse is compensated by the
self-phase modulation, i.e., the shape of the pulse does
not change. Similarly, optical dark solitons correspond to
intensity minima within a broad light pulse [5].
In the case of nonlinear matter waves, bright solitons

are expected only for an attractive interparticle interaction
(s-wave scattering length a , 0) [6], whereas dark soli-
tons, also called “kink-states,” are expected to exist for
repulsive interactions (a . 0). Recent theoretical studies
discuss the dynamics and stability of dark solitons [7–10],
as well as concepts for their creation [11–13].
Conceptually, solitons as particlelike objects provide a

link of BEC physics to fluid mechanics, nonlinear optics,
and fundamental particle physics.
In this Letter we report on the experimental investigation

of dark solitons in cigar-shaped Bose-Einstein condensates
in a dilute vapor of 87Rb. Low lying excited states are
produced by imprinting a local phase onto the BEC wave
function. By monitoring the evolution of the density
profile we study the successive dynamics of the wave
function. The evolution of density minima traveling at a
smaller velocity than the speed of sound in the trapped
condensate is observed. By comparison to analytical and
numerical solutions of the 3D Gross-Pitaevskii equation
for our experimental conditions we identify these density
minima to be moving dark solitons.

In our experiment, a highly anisotropic confining po-
tential leading to a strongly elongated shape of the con-
densate allows us to be close to the (quasi) 1D situation
where dark solitons are expected to be dynamically sta-
ble [9]. Parallel to this work, solitonlike states in nearly
spherical BEC’s of 23Na are investigated at NIST [14].
Dark solitons in matter waves are characterized by a lo-

cal density minimum and a sharp phase gradient of the
wave function at the position of the minimum (see Figs. 1a
and 1b). The shape of the soliton does not change. This is
due to the balance between the repulsive interparticle inter-
action trying to reduce the minimum and the phase gradient
trying to enhance it. The macroscopic wave function of a
dark soliton in a cylindrical harmonic trap forms a plane of
minimum density (DS plane) perpendicular to the symme-
try axis of the confining potential. Thus, the correspond-
ing density distribution shows a minimum at the DS plane
with a width of the order of the (local) correlation length.
A dark soliton in an homogeneous BEC of density n0 is
described by the wave function (see [10], and references
therein)
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with the position xk and velocity yk of the DS plane,
the correlation length l0 ! !4pan0"21#2, and the speed of
sound cs !

p
4pan0 h̄#m, where m is the atom mass.

For T ! 0 in 1D, dark solitons are stable. In this
case, only solitons with zero velocity in the trap center
do not move, otherwise they oscillate along the trap
axis [8]. However, in 3D at finite T , dark solitons
exhibit thermodynamic and dynamical instabilities. The
interaction of the soliton with the thermal cloud causes
dissipation which accelerates the soliton. Ultimately, it
reaches the speed of sound and disappears [10]. The
dynamical instability originates from the transfer of the
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FIG. 1. Density distribution (a) and phase distribution (b) of a
dark soliton state with Df ! p. The density minimum has a
width !l0. The scheme for the generation of dark solitons by
phase imprinting is shown in (c), where le is the width of the
potential edge.

(axial) soliton energy to the radial degrees of freedom and
leads to the undulation of the DS plane, and ultimately
to the destruction of the soliton. This instability is
essentially suppressed for solitons in cigar-shaped traps
with a strong radial confinement [9], such as in our
experiment [15].
As can be seen from Eq. (1), the local phase of the dark

soliton wave function varies only in the vicinity of the DS
plane, x " xk , and is constant in the outer regions, with
a phase difference Df between the parts left and right to
the DS plane (see, e.g., Fig. 1b).
To generate dark solitons we apply the method of phase

imprinting [13], which allows one also to create vortices
and other textures in BEC’s. We apply a homogeneous
potential Uint, generated by the dipole potential of a
far detuned laser beam, to one-half of the condensate
wave function (Fig. 1c). The potential is pulsed on for
a time tp , such that the wave function locally acquires
an additional phase factor e2iDf, with Df ! Uinttp#h̄ !
p . The pulse duration is chosen to be short compared to
the correlation time of the condensate, tc ! h̄#m, where
m is the chemical potential. This ensures that the effect
of the light pulse is mainly a change of the phase of the
BEC, whereas changes of the density during this time can
be neglected. Note, however, that due to the imprinted
phase, at larger times one expects an adjustment of the
phase and density distribution in the condensate. This
will lead to the formation of a dark soliton and also to
additional structures as discussed below.
In our experimental setup (see [16]), condensates con-

taining typically 1.5 3 105 atoms in the (F ! 2, mF !
12) state, with less than 10% of the atoms being in the
thermal cloud, are produced every 20 s. The fundamen-
tal frequencies of our static magnetic trap are vx ! 2p 3
14 Hz and v! ! 2p 3 425 Hz along the axial and radial
directions, respectively. The condensates are cigar-shaped
with the long axis (x axis) oriented horizontally.
For the phase imprinting potential Uint, a blue detuned,

far off resonant laser field (l ! 532 nm) of intensity
I " 20 W#mm2 pulsed for a time tp ! 20 ms results in

a phase shift Df of the order of p [17]. Spontaneous
processes can be totally neglected. A high quality optical
system is used to image an intensity profile to the
BEC, nearly corresponding to a step function with a
width of the edge, le, smaller than 3 mm (see Fig. 1c).
The corresponding potential gradient leads to a force
transferring momentum locally to the wave function and
supporting the creation of a density minimum at the
position of the DS plane for the dark soliton. Note that
also the velocity of the soliton depends on le (see Fig. 3c).
After applying the dipole potential we let the atoms

evolve within the magnetic trap for a variable time tev .
We then release the BEC from the trap (switched off
within 200 ms) and take an absorption image of the
density distribution after a time of flight tTOF ! 4 ms
(reducing the density in order to get a good signal-to-noise
ratio in the images).
In a series of measurements we have studied the

creation and successive dynamics of dark solitons as a
function of the evolution time and the imprinted phase.
Figure 2 shows density profiles of the atomic clouds for
different evolution times in the magnetic trap, tev . The
potential Uint has been applied to the part of the BEC
with x , 0. For this measurement the potential strength
was estimated to correspond to a phase shift of !p .
For short evolution times the density profile of the

BEC shows a pronounced minimum (contrast about 40%).
After a time of typically tev " 1.5 ms a second minimum
appears. Both minima (contrast about 20% each) travel
in opposite directions and in general with different veloci-
ties. Figure 3a shows the evolution of these two minima
in comparison to theoretical results obtained numerically
from the 3D Gross-Pitaevskii equation.
One of the most important results of this work is

that both structures move with velocities which are
smaller than the speed of sound (cs " 3.7 mm#s for
our parameters) and depend on the applied phase shift.
Therefore, the observed structures are different from
sound waves in a condensate as first observed at MIT [18].
We identify the minimum moving slowly in the negative
x direction to be the DS plane of a dark soliton.
We have performed a series of measurements with

different parameter sets for le and the product of laser

FIG. 2. Absorption images of BEC’s with kink-wise struc-
tures propagating in the direction of the long condensate
axis, for different evolution times in the magnetic trap, tev .
(Df ! p, N " 1.5 3 105, and tTOF ! 4 ms).
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Instability and decay of a grey soliton
Let us come back to the defocusing (repulsive boson interaction) GP 
model, the only case that do not exhibit collapses in more than 1D. 
The evolution of a grey soliton (in the x-direction) subjected to a 
transverse perturbation (in the y-direction) results as follows

The soliton is unstable 
and decay producing 
other structures that 
carry the linear 
momentum of the initial 
solution. Due to the 
dynamics of the decay, 
this mechanisms is 
called “snake 
instability”.[Top: the density (yellow is high density and dark blue is low 

density of the two dimensional filed. Bottom: one-dimensional 
evolution of the grey soliton profile for comparison]
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Quantised vortices in the GP model
Even if the velocity field of the superfluid                   obtained by 
applying the Madelung transformation                          is formally 
irrotational, vortices may appear in the system as topological defects of 
the phase field.

Then, the order parameter still remains single-valued but the velocity 
circulation results quantised as  
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The physical value               is usually called the 
Feynman—Onsager quantum of circulation.

BRIEF ARTICLE 7

(75) �� = n 2⇡ , n 2 Z

(76) � =

I

C
v · dl = 2�

I

C
r� · dl = n 4⇡� = n

(77)  = 4⇡�

(78) | 0(t)|
2 = 1 =)  0(t) =  0(t0)e

�i| 0(t)|2(t�t0) =  0(t0)e
�i(t�t0)

t0 = 0
 0(t0) = 1

(79) i@t +r ± | |
2
 = 0

(80)  (x, t) = Ae
i(k·x�!t)

! = |k|2 ⌥ |A|
2

(81) i@t +r � | |
2
 = 0

x� ct

(82)  (x� ct, y, z) =

(r
2� c2

2
tanh

"p
2� c2

2
(x� ct)

#
+ i

c
p
2

)
exp(�it)

(83) i@t +r + | |
2
 = 0

(84)  (x� ct, y, z) =

r
4µ� c2

2
sech

"r
4µ� c2

4
(x� ct)

#
exp

⇢
i


c (x� ct)

2
+ µt

��

(85) � =

I

C
v · dl = 2

I

C
r� · dl = 2�� = 4⇡n = n

where
: is the Feynman-Onsager quantum of circulation

(86)  = f

⇣p
x2 + y2

⌘
e
in✓

, ✓ = arctan(y/x)

(87) r
2d

2
f

dr2
+ r

df

dr
+
�
r
2
� n

2
�
f � r

2
f
3 = 0

-4 -3 -2 -1  0  1  2  3  4
x -4-3-2-1 0 1 2 3 4

y
 0

 0.2

 0.4

 0.6

 0.8

 1Let us assume that the 
phase field changes as



Torino, 17th November 2020Dr Davide Proment (UEA)

Quantum vortices in helium-4

[Yarmchuk et al, PRL 43, 1979]

What does happen if we 
rotate the liquid helium 
container and then lower 
the temperature below the 
superfluid transition 
temperature?
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Quantum vortices in BECs

[Abo-Shaee et al, Science 292, 2001] 

A similar effect can be 
obtained 
in a BEC by stirring it with a 
moving laser acting like a 
“spoon”.
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Quantised vortices in 3D GP model
In 3D quantised vortices form closed loops or lines that 
must end at the boundaries.

• vortices self-induce their motion  
• vortices can reconnect 
• the filaments carry helicoidal 

excitations called Kelvin waves 
• they interact with density excitations 

(sound) 

Quantum vortices in 3D

Low density regions in a turbulent

decaying system.

I Vortices are lines and

loops with di↵erent

topologies

I Kelvin waves are

helicoidal vortex

oscillations

I Vortices can reconnect

I Sound-vortex

interactions

Davide Proment Vortex knots in a Bose-Einstein condensate

All these features are 
the core of quantum 
turbulence.
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Quantum vortex reconnections

[Koplik & Levine, PRL 71, 1993]

[Paoletti et al., PRL 101, 2008]

[Serafini et al., PRL 115, 2015]
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Kelvin waves on vortex lines

Given the vortex position 
at                   , the 
complex Kelvin wave 
variable      at a time     
results in
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By analogy, see an 
experiment showing Kelvin 
waves and vortices in water 

[Tsoy et al, JoP CS 980, 2018] 
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Example of a quantised vortex knot
PHYSICAL REVIEW E 85, 036306 (2012)

Vortex knots in a Bose-Einstein condensate
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We present a method for numerically building a vortex knot state in the superfluid wave function of a
Bose-Einstein condensate. We integrate in time the governing Gross-Pitaevskii equation to determine evolution
and shape preservation of the two (topologically) simplest vortex knots which can be wrapped over a torus. We
find that the velocity of a vortex knot depends on the ratio of poloidal and toroidal radius: for smaller ratio, the
knot travels faster. Finally, we show how vortex knots break up into vortex rings.

DOI: 10.1103/PhysRevE.85.036306 PACS number(s): 47.32.C−, 03.75.Lm

I. INTRODUCTION

In 1867, following the works of Helmholtz on vortices
and of Riemann on Abelian functions, Lord Kelvin modeled
atoms as knotted vortex tubes in ether [1], effectively giving
birth to knot theory [2]. This discipline has fascinated
mathematicians and physicists since. More recently, knots
have been the studied in different branches of physics, ranging
from classical fluid dynamics [3,4], magneto-hydrodynamics
[5], and classical field theory [6], to superconductors
[7,8], excitable media [9], optics [10,11], and liquid-crystal
colloids [12].

Knots in superfluids are identified with closed vortex
lines, regions of fluid around which the circulation assumes
nonzero (quantized) value. Vortex rings have been studied
experimentally in superfluid liquid helium [13,14] and in
Bose-Einstein condensates [15]. Numerical simulations have
revealed that superfluid turbulence contains linked vortex
lines [16], but, to the best of our knowledge, individual
vortices with nontrivial topology have never been observed
directly. To shed light on this problem, energy, motion, and
stability of vortex knots have been examined theoretically and
numerically using the classical theory of thin-cored vortex
filaments. In this approach, the governing incompressible
Euler dynamics is expressed by the Biot-Savart law or by
its local induction approximation (LIA). Considering the LIA
limit, it has been conjectured [17] and recently proved [18,19]
that any closed curve more (topologically) complex than a
ring is linearly unstable to perturbation or changes its knot
type during the evolution. However, when the full Biot-Savart
model is considered, a stabilization effect is observed and,
under certain conditions, it is found that some vortex knots
travel and preserve the knot type without breaking up for
distances larger than their own diameters [20,21].

In superfluid helium, the validity of the classical theory
of thin-core vortex filaments is based on the large separation
of scales between the vortex core radius a0 (approximately
10−8 cm in 4He and 10−6 cm in 3He-B) and the typical distance
! between vortices. In turbulence experiments, ! ≈ 10−3

to 10−4 cm; the last value is also the typical diameter of
experimental vortex rings [14]. The situation is very different

*davideproment@gmail.com; www.to.infn.it/∼proment

in atomic Bose-Einstein condensates, where ! is only few times
larger than a0. In this context, the Gross-Pitaevskii equation
(GPE) is clearly a more realistic model [22], particularly at
very low temperatures, as thermal effects can be neglected.

The advantage of the GPE is that it does not need the cut-off
parameter required by the classical vortex filament theory
to de-singularize the Biot-Savart integral [23]. The second
advantage is that the GPE naturally describes vortex recon-
nections [24], which must be implemented algorithmically in
the Biot-Savart model. Any prediction about the evolution,
the shape preservation, and the breakup of a vortex structure
which is not orders of magnitude bigger than a0 is therefore
more reliable if obtained using the GPE. The third advantage
of searching for vortex knots in a Bose-Einstein condensate is
that direct images of individual vortex structures are possible
without the use of tracer particles which will certainly disturb
these structures. The disadvantage is that atomic condensates
are small, and thus the motion of these structures will be
affected by the boundaries and by the nonuniformity density
of the background condensate. Before investigating these
effects, however, it is essential to establish whether vortex
knot solutions of the governing GPE exist, and, if they do, if
they are sufficiently long-lived structures. This is the limited
aim which we set in this work.

We stress that we do not intend to propose a mechanism
to experimentally create vortex knots in condensates, but only
to study the possible existence and preservation of knot type
of these solutions of the GPE. We shall see that even setting
up a topologically nontrivial structure in the wave function
numerically is not a minor task; indeed, to the best of our
knowledge, this is the first time it has been done for a single
scalar field describing the condensate order parameter. For
completeness, we emphasize that the existence and stability of
vortex knots in more complicated Bose systems have already
been discussed using the Faddeev-Skyrme model [25–27], as
in the case of a charged two-condensate Bose system [28], an
interacting mixture of charged and neutral superfluid [29], and
spinor condensates [30,31]. Related work on vortex unknots,
notably, vortex rings perturbed by Kelvin waves, was carried
out recently by Helm et al. [32] and Sonin [33].

The manuscript is organized as follows. Section II explains
how to create an elementary vortex knot in the initial conditions
of the condensate wave function. Section III deals with
the analysis of the dynamical properties of vortex knots.

036306-11539-3755/2012/85(3)/036306(8) ©2012 American Physical Society
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Moving obstacles in a superfluid

 

Starting Flow Past an Airfoil and its Acquired Lift in a Superfluid
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We investigate superfluid flow around an airfoil accelerated to a finite velocity from rest. Using
simulations of the Gross-Pitaevskii equation we find striking similarities to viscous flows: from production
of starting vortices to convergence of airfoil circulation onto a quantized version of the Kutta-Joukowski
circulation. We predict the number of quantized vortices nucleated by a given foil via a phenomenological
argument. We further find stall-like behavior governed by airfoil speed, not angle of attack, as in classical
flows. Finally we analyze the lift and drag acting on the airfoil.

DOI: 10.1103/PhysRevLett.123.154502

The development of flow around an airfoil, see sketch
in Fig. 1(a), is a textbook problem in fluid mechanics
[1–3]. Describing this fundamental process has practical
relevance since it provides a route to understanding the
controlled production and release of vorticity from asym-
metric structures. In viscous weakly compressible fluids, in
the subsonic regime, this release occurs through a subtle
interplay of inviscid and viscous dynamics.
To address the inviscid, incompressible, and two-

dimensional dynamics, one can use the celebrated con-
formal Joukowski transformation to relate the flow around
an airfoil to the simpler flow past a cylinder. This makes it
possible to readily derive a family of allowed flows,
characterized by the value of the circulation Γ around
the airfoil. All but one of these flows feature a singularity
in the velocity at the trailing edge. To avoid this singularity,
the Kutta-Joukowski condition prescribes a circulation,
ΓKJ ¼ −πU∞L sinðαÞ, where L is the airfoil chord, U∞
the speed, and α the angle of attack. It then follows that the
airfoil experiences a lift force per unit of wingspan given by
−ρU∞ΓKJ and will not experience any drag force.
A major issue with this inviscid theory is that the

circulation ΓKJ is prescribed by hand. Replacing the ideal
fluid with an incompressible but viscous fluid and enforc-
ing the no-slip boundary condition gives rise to a boundary
layer where the velocity interpolates from zero, on the
surface of the airfoil, to the potential velocity outside [1].
Far from the boundary layer, the flow remains similar to the
inviscid case. As the trailing edge is approached, the high
speeds create a pressure gradient that pulls the boundary
layer off the airfoil and into a starting vortex, generating a
circulation ΓKJ around the airfoil [see Fig. 1(a)]. Because
the airfoil acquires the same circulation as in the ideal case,
its lift remains unchanged, though the airfoil experiences a
nonzero drag due to viscosity [1].

In this Letter we address the physics of flow past an
airfoil in a superfluid. In particular, we ask whether (i) there
exists a mechanism allowing for the generation of a
circulation and, if so, (ii) whether the Kutta-Joukowski
condition holds, and finally (iii) whether the airfoil expe-
riences lift and/or drag. In order to answer these questions
we combine an analytical approach with numerical simu-
lations. As a model for the superfluid, we consider the
Gross-Pitaevskii equation (GPE), which has been success-
fully used to reproduce aspects of both inviscid and viscous
flow, including the shedding of vortices from a disk [4–7],

FIG. 1. Generation of circulation: (a) a cartoon showing the
starting vortex produced in a viscous fluid. (b) The phase field
around the airfoil potential. By counting phase jumps around the
airfoil the value of the circulation can be obtained. A quantized
vortex is visible behind the airfoil’s trailing edge. (c) Left hand:
the density field in the full computational box. The density is
rescaled by the superfluid bulk density, length scales are ex-
pressed in units of ξ, quantized vortices are shown as red dots.
A closer view of airfoil is shown on the right. Relevant airfoil
parameters are labeled and the vortex is circled in red.
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parameters are labeled and the vortex is circled in red.
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Other projects with the GP model
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